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Abstract

In this paper we initiate the study of expander decompositions of a graph $G = (V,E)$ in the streaming model of computation. The goal is to find a partitioning $C$ of vertices $V$ such that the subgraphs of $G$ induced by the clusters $C \in C$ are good expanders, while the number of intercluster edges is small. Expander decompositions are classically constructed by a recursively applying balanced sparse cuts to the input graph. In this paper we give the first implementation of such a recursive sparsest cut process using small space in the dynamic streaming model.

Our main algorithmic tool is a new type of cut sparsifier that we refer to as a power cut sparsifier – it preserves cuts in any given vertex induced subgraph (or, any cluster in a fixed partition of $V$) to within a $(\delta, \epsilon)$-multiplicative/additive error with high probability. The power cut sparsifier uses $\tilde{O}(n/\epsilon \delta)$ space and edges, which we show is asymptotically tight up to polylogarithmic factors in $n$ for constant $\delta$.

1 Introduction

Expanders are known to have many beneficial properties for algorithmic design. Therefore a natural divide-and-concur approach leads to breaking a given graph into expanders. An $(\epsilon, \phi)$-expander decomposition (introduced by [28, 33]) of an $n$ vertex graph $G = (V,E)$ is a partition $C = \{C_1, \ldots, C_k\}$ of the vertex set $V$ such that the conductance of each induced graph $G\{C_i\}$ is at least $\phi$, and such that there are at most $\epsilon \cdot |E|$ inter-cluster edges. For every $\epsilon \in (0, 1)$, one can always construct $(\epsilon, \phi)$-expander decomposition with $\phi = \Omega(\frac{\epsilon}{\log n})$, which is also the best possible (see, e.g., [4]). Expander decomposition have been found to be extremely useful for Laplacian solvers [46, 20], unique games [7, 49, 44], minimum cut [37], sketching/sparsification [6, 32, 19], max flow algorithms [38, 18], distributed algorithms [16, 14, 31] and dynamic algorithms [42, 50, 43, 13, 29].

Sequentially, expander decomposition can be constructed in almost linear time [45, 39]. Furthermore, expander decomposition have efficient $(\text{poly}(\epsilon^{-1}) \cdot n^{O(1)})$ rounds) constructions in distributed CONGEST model, and parallel PRAM and MPC models [27, 15, 16]. From the other hand, in the dynamic stream model (in fact even in insertions only model) it remained wide open whether it is possible to construct an expander decomposition using $\tilde{O}(n)$ space (which is the space required to store such a decomposition).
Graph sketching, introduced by [1] in an influential work on graph connectivity in dynamic streams, has been a de facto standard approach to constructing algorithms for dynamic streams, where the algorithm must use a small amount of space to process a stream that contains both edge insertions and deletions (while the vertex set is fixed). The main idea of [1] is to represent the input graph by its edge incident matrix, and to apply classical linear sketching primitives to the columns of this matrix. This approach seamlessly extends to dynamic streams, as by linearity of the sketch one can simply subtract the updates for deleted edges from the summary being maintained. A surprising additional benefit is the fact that such a sketching solution is trivially parallelizable: since the sketch acts on the columns of the edge incidence matrix, the neighborhood of every vertex in the input graph is compressed independently.

Sketching solutions have been constructed for many graph problems, including spanning forest computation [1], spanner construction [2, 36, 22, 24], matching and matching size approximation [9, 8], sketching the Laplacian [6, 32] and (among many other) most relevant to our paper, cut and spectral sparsifiers [3, 34, 35].

The main question we ask in this paper is:

What is the space complexity of constructing expander decompositions in the sketching model?

A classical way of constructing an expander decomposition (e.g., [47]) is to recursively apply nearly balanced sparsest cuts as long as a cut of sparsity at most $\phi$ exists. The recursion terminates in $O(\log n)$ depth as long as one does not recurse on large sides of unbalanced cuts. Indeed, if the graph does not include a sparse cut of balancedness more than $1/4$, say, it could be shown that the large part induces an $\Omega(\phi)$-expander. Thus, one cuts $O(\phi \log n)$ fraction of edges over $O(\log n)$ levels of the recursion. Setting $\epsilon = O(\phi \log n)$, we get an $(\epsilon, \Omega(\epsilon \log n))$-expander decomposition, which is existentially optimal. The main question that our paper asks is

Can one design a streaming implementation of a recursive sparsest cut process?

A natural approach to emulating this process in the streaming model of computation would be to run it on a sparsifier of the input graph. Alas, graph cut sparsifiers do not preserve cuts in induced subgraphs, so other methods are needed. Since we would like to implement the recursive sparsest cut process in the streaming model, at the very least we need to be able to know when to stop, i.e., be able to verify that the partition that we created is already an $(\epsilon, \Omega(\epsilon \log n))$-expander decomposition. In particular, we ask

Is it possible to verify, using small space, that a partition given at the end of the stream is an expander decomposition of the input graph?

Our first contribution in this paper is a construction of what we call a power cut sparsifier – a random (rewighted) subgraph of the input graph that can be constructed in small space, and can be used to verify the $\Omega(1/\log n)$-expansion property in any fixed partition (not known before the stream) with high probability. The power cut sparsifier contains $\tilde{O}(n/\epsilon)$ edges, which we show is optimal.

One might hope that the construction of an $\epsilon$-power cut sparsifier allows for direct simulation of the above mentioned recursive sparsest cut algorithm of [47]; one simply uses a fresh power cut sparsifier for every level of the recursion, taking $\tilde{O}(n/\epsilon) \cdot O(\log n) = \tilde{O}(n/\epsilon)$

---

1 Preserving cuts in subgraphs of arbitrary size, for example, implies preserving them in subgraphs induced by pairs of nodes – and this requires preserving all the edges.
space overall. Surprisingly, this does not not work! The issue is subtle: the termination condition that lets the [47] process not recurse on larger side of an unbalanced cut does not translate from the sparsifier to the actual graph, as it requires preservation of cuts in induced subgraphs – see Section 2.2 for a more detailed discussion. However, the more recent expander decomposition algorithm of Chang and Saranurak [15] works for our purposes. It also uses the recursive balanced sparse cut framework and the ideas introduced in [50, 42]. The termination condition is cut based, and translates from the sparsifier to the original graph. Since the depth of the recursion is \( \tilde{O}(1/\epsilon) \), this gives us an \((\epsilon, \Omega(n/\log n))\)-expander decomposition using \( \tilde{O}(n/\epsilon^2) \) space – our second contribution and the main result. We now state our results more formally:

| Theorem 1. | Given a dynamic stream containing a parameter \( \epsilon \in (0,1) \) and a graph \( G = (V, E) \), there exists an algorithm that outputs a clustering \( C \) of \( V \) that is an \((\epsilon, \Omega(\epsilon/\log n))\)-expander decomposition of \( G \) with high probability. This algorithms requires \( \tilde{O}(n^2/\epsilon) \) memory and takes exponential in \( n \) time. |

Notice that the decomposition quality in Theorem 1 is asymptotically optimal (see, e.g., [4]). Unfortunately, this algorithm takes exponential time due to the need to find balanced sparse cuts exactly. We also show how to make the runtime polynomial at the expense of slight losses in the quality of the expander decomposition and its space requirements:

| Theorem 2. | For an integer parameter \( k \leq O(\log n) \), given a dynamic stream containing a parameter \( \epsilon \in (0,1) \) and a graph \( G = (V, E) \), there exists an algorithm that outputs a clustering \( C \) of \( V \) that is an \((\epsilon, \epsilon \cdot \Omega((\log n)^{-O(k)})\)-expander decomposition of \( G \) with high probability. This algorithms requires \( \tilde{O}(n) \cdot \left( \epsilon^{-2} + \frac{\epsilon^k}{k} \cdot n \cdot \log^{O(k)} n \right) \) memory and takes polynomial in \( n, 1/\epsilon, (\log n)^k \) time. |

### 1.1 Power cut sparsifier

A natural approach for constructing expander decomposition is to find the sparsest cut (or an approximation), remove its edges and recurse on both sides. Once the sparsest cut found has conductance \( \phi = \Omega(1/\log n) \), the cluster at hand induces a \( \phi \)-expander and the algorithm halts. One can show that in this entire process at most an \( \epsilon \)-fraction of the edges is removed.

A cut sparsifier \( H \) of \( G \) (introduced by Benczur and Karger [12]) with multiplicative error \( 1 \pm \delta \) is a graph that preserves the values of all the cuts in \( G \): \( \forall S \subseteq V, \left| w_G(S, \overline{S}) - w_H(S, \overline{S}) \right| \leq \delta \cdot w_G(S, \overline{S}) \), where \( w_G(S, \overline{S}) \) is the sum of weights of all the edges crossing the cut \( S \) (quantity in unweighted graphs). In the dynamic stream model one can compute such a cut sparsifier using \( \tilde{O}(\frac{n}{\epsilon}) \) space [2, 35].

We introduce a new type of sparsifier dubbed **power cut sparsifier**. The name comes from the ambitious goal of sparsifying the entire power set of \( V \). As this is impossible using the classical definition, we will also allow for an additive error. Denote by \( \text{Vol}(S) = \sum_{v \in S} \text{deg}(v) \) the sum of vertex degrees in \( S \). \( G[S] \) denotes the graph induced by \( S \) with self loops (see Section 1.4).

| Definition 3. | Consider a graph \( G = (V, E_G) \). A graph \( H = (V, E_H, w_H) \) is an \((\delta, \epsilon)\)-cut sparsifier of \( G \) if for every cut \( S \subseteq V \),

\[
(1 - \delta) \cdot w_G(S, \overline{S}) - \epsilon \cdot \text{Vol}(S) \leq w_H(S, \overline{S}) \leq (1 + \delta) \cdot w_G(S, \overline{S}) + \epsilon \cdot \text{Vol}(S)
\]
A distribution $\mathcal{D}$ over weighted subgraphs $H$ is called a $(\delta, \epsilon, p)$-power cut sparsifier distribution for $G$, if for every partition $C$ of $G$, with probability at least $1 - p$, $\forall C \in \mathcal{C}$, $H(C)$ is a $(\delta, \epsilon)$-cut sparsifier of $G(C)$. A sample $H$ from such a distribution is called a $(\delta, \epsilon, p)$-power cut sparsifier.

We show that power cut sparsifier can be constructed using very simple sampling algorithm: just add each edge $e = \{u, v\}$ to the sparsifier with probability $O(\log^2 n) \cdot \left(\frac{1}{\deg(v)} + \frac{1}{\deg(u)}\right)$. Furthermore, we show that such a graph could be sampled in the dynamic stream model:

**Theorem 4.** For every $C > 0$, and $\epsilon, \delta \in (0, 1)$, there exists an algorithm that uses $\tilde{O}(n \cdot \frac{C}{\epsilon \delta})$ space, that, given the edges of an $n$-vertex graph in a dynamic stream, in polynomial time produces samples from a $(\delta, \epsilon, n^{-C})$-power cut sparsifier distribution.

Given the simplicity of the sampling algorithm, and the very robust guarantee provided by power cut sparsifiers, we believe that further application (beyond the construction of expander decomposition) will be found, and hence think that they are interesting objects of study in their own right. The dependence on $\epsilon$ in Theorem 4 is tight:

**Theorem 5.** For every $\delta, \epsilon \in (\frac{1}{2}, \frac{3}{4})$ and even $n \in \mathbb{N}$, there is an $n$-vertex graph $G = (V, E)$ such that every $(\epsilon, \delta, \frac{1}{2})$-power cut sparsifier distribution $\mathcal{D}$ produces graphs with $\Omega(\frac{n}{\epsilon})$ edges in expectation.

In our application of Theorem 4 we will use $\frac{1}{8} = O(\log n)$. Thus for our purpose here, the power cut sparsifier of Theorem 4 is tight up to polylogarithmic factors. Furthermore, in the following theorem we show that Theorem 4 is also tight (up to polylogarithmic factors) for the setting of parameters $\epsilon = \delta$. In fact, this proposition holds even if one requires only a $(\delta, \epsilon)$-cut sparsifier, and not a power cut sparsifier, and even if we allow a general cut sketch (instead of a cut sparsifier).

**Theorem 6.** For any $\epsilon, \delta \in (0, \frac{1}{2})$, any $(\delta, \epsilon)$-cut sketching scheme $sk$ for unweighted multigraphs with $n$ vertices at most $n^2$ edges must use at least $\tilde{O}(\frac{n \log n}{\max(\epsilon, \delta)^{-2}})$ bits in the worst case.

### 1.2 Application to distance oracles

Given a graph $G = (V, E)$, a $t$-distance oracle $DO$ is a data structure approximately answering distance queries, such that for every pair $u, v \in V$ one has

$$d_G(u, v) \leq DO(u, v) \leq t \cdot d_G(u, v),$$

where $d_G$ stands for the shortest path metric of $G$. The parameter $t$ is called the stretch. For every integer $k \geq 1$, every graph $G = (V, E)$ with $n$ vertices admits a $(2k - 1)$-distance oracle with $O(n^{1+1/k})$ space [17], which is optimal assuming the Erdős girth conjecture [21].

A fundamental question is what quality distance oracle one can construct in the dynamic streaming model (or alternatively using a linear sketch). This problems turned out to be very challenging, and the best known approximation using $\tilde{O}(n)$ space is only a $\tilde{O}(n^{3/2})$-distance oracle by Filtser, Kapralov, and Nouri [24] (conjectured to be tight [24]). However, if $\tilde{O}(n^{1+\alpha})$ space is allowed, [24] constructed a $\tilde{O}(n^{3/2(1-\alpha)})$-distance oracle. Furthermore, if the graph has at most $m$ edges (and using $\tilde{O}(n^{1+\alpha})$ space), [24] constructed a $\tilde{O}(\sqrt{m} \cdot n^{-\alpha})$-distance oracle.

We use our expander decomposition (Theorem 1) to construct the following distance oracle:
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**Theorem 7.** Let $\alpha \in (0, 1)$ be a fixed constant. There is a streaming algorithm using $S = O(n^{1+\alpha})$ space, that given an $n$ vertex graph with $m$ edges ($m$ not known in advance) in a dynamic stream fashion, returns a distance oracle with stretch $\frac{n}{m} \cdot \text{polylog}(n)$. \(^2\)

A caveat of the distance oracle of [24] is that the additional space (beyond $\tilde{O}(n)$) has very limited contribution. In particular, if the given space $\tilde{O}(n^{1+\alpha})$ is almost equal to $m$, the stretch is still a large polynomial. For example, let $\alpha = \frac{1}{2}$, and $m = n^{1+\alpha+\epsilon}$. Then the best stretch promised by [24] is only $\tilde{O}(\sqrt{m} \cdot n^{-\alpha}) = \tilde{O}(n^{1+\epsilon - \alpha}) = \tilde{O}(n^{1+\epsilon})$. In our Theorem 7 we solve this issue, and obtain a distance oracle where the stretch goes to polylog($n$) as the space $S$ goes to $m$. In particular, for the example above the stretch will be $\tilde{O}(n')$.

1.3 Related work

We refer the reader to [40, 41] for a survey of streaming algorithms. The idea of linear graph sparsification was introduced in a seminal paper of Ahn, Guha, and McGregor [1]. An extension of the sketching approach to hypergraphs were presented in [30].

Graph spanners with additive error were previously studied by Bansal, Svensson, and Trevisan [10]. They studied sparsifiers where all edge weights are equal. As a result, their additive error dependence also on average degree (rather than only on volume). Another crucial difference is that our analysis provides sparsification guarantees for cuts for the majority of subgraphs of $G$.

The distance oracle construction in [24] is only implicit, and actually they construct a graph spanner. A subgraph $H = (V, E)$ of a graph $G = (V, E)$ is a $t$-spanner of $G$ if for every pair $u, v \in V$ one has $d_H(u, v) \leq t \cdot d_G(u, v)$. Given a spanner $H$, one can construct a distance oracle $DO$ by setting $DO(u, v) = d_H(u, v)$. The tradeoff between the stretch and the number of edges for spanners is the same as for distance oracles, where the celebrated greedy spanner [5, 25] has stretch $(2k - 1)$, and $O(n^{1+1/k})$ edges. In the dynamic streaming model, other than [24], all the previous work was concerned with spanner construction in multiple passes [11, 2, 36, 22, 24].

1.4 Preliminaries

All of the logarithms in the paper are in base 2. We use $\tilde{O}$ notation to suppress constants and poly-logarithmic factors in $n$, that is $\tilde{O}(f) = f \cdot \text{polylog}(n)$ (in particular, $\tilde{O}(1) = \text{polylog}(n)$).

Given a weighted graph $G = (V, E, w_G)$, the weighted degree $\deg_G(v)$ represents the sum of weights of all edges incident on $v$, including self-loops (simply degree for unweighted).

Given a set $S \subseteq V$, $G[S]$ denotes the graph induced by $S$ with self loops. That is, the vertex set of $G[S]$ is $S$, we keep all the edges where both endpoints are in $S$, and we add self loops to every vertex such that its degree in $G$ and $G[S]$ is the same. We denote the complement set of $S$ by $\bar{S} = V \setminus S$.

The volume of a set $S$ is the sum of the weighted degrees of all the vertices in $S$: $\text{Vol}_G(S) = \sum_{v \in S} \deg_G(v)$. By $E_G(A, B)$ we represent the set of edges between vertex sets $A$ and $B$, and by $w_G(A, B) = \sum_{e \in E_G(A, B)} w_G(e)$ the sum of their weights (for unweighted).

Where the graph $G$ is clear from the context, we might abuse notation and drop the subscript (e.g. $\text{Vol}(S) := \text{Vol}_G(S)$). We say that a set of vertices $S \subseteq V$ is a cut if $\emptyset \subset S \subset V$. The value $w_G(S, \bar{S})$ is called the size of the cut $S$, and the sparsity of a cut $S$ in graph $G$ is $\Phi_G(S) = \frac{w_G(S, \bar{S})}{\min\{\text{Vol}_G(S), \text{Vol}_G(\bar{S})\}}$. We say that a cut $S$ is $\phi$-sparse if $\Phi_G(S) \leq \phi$.

\(^2\) We implicitly assume here that $m \geq \frac{\delta}{\text{polylog}(n)}$. Otherwise, one can simply use sparse recovery to recover the entire graph $G$, and thus construct a distance oracle with stretch 1.
Definition 8. For $\phi \in [0, 1]$, a graph $G = (V, E, w_G)$ is a $\phi$-expander if the sparsity of every cut is at least $\phi$, i.e. $\min_{S \subseteq V} \Phi_G(S) \geq \phi$.

Definition 9. For $\phi, \epsilon \in [0, 1]$ and a graph $G = (V, E)$, a partition $C$ of the vertices $V$ is called an $(\epsilon, \phi)$-expander decomposition of $G$ if

- the number of inter-cluster edges is at most $\epsilon$ fraction of all edges:

$$\sum_{C \in C} w(C, \bar{C}) \leq \epsilon \cdot \text{Vol}(V)$$

- for each cluster $C \in C$, $G\{C\}$ is a $\phi$-expander.

Dynamic streams

We say that a graph $G$ is given to us in a dynamic stream if we are given a fixed set $V$ of $n$ vertices and a sequence of updates on unweighted edges, where each update either adds an edge between two vertices or removes an existing edge. We define $G$ to be the graph at the end of the stream.

Additive Chernoff bound

The following concentration bound is used in proof of the power cut sparsifier guarantees.

Lemma 10 (Additive Chernoff Bound). Let $X_1, \ldots, X_n$ be independent random variables distributed in $[0, a]$. Let $X = \sum_{i \in [n]} X_i$, $\mu = \mathbb{E}[X]$. Then for $\epsilon \in (0, 1)$ and $\alpha \geq 0$

$$\Pr[|X - \mu| > \epsilon \mu + \alpha] \leq 2 \exp \left( -\frac{\epsilon \alpha}{3a} \right).$$

2 Technical overview

2.1 Verifying expander decompositions in a dynamic stream

Before explaining our algorithm for the expander decomposition construction, we first consider a problem of verifying an expander decomposition. That is, given a graph $G$ in a dynamic stream and after it a clustering $C$ of its vertices and the values $\epsilon, \phi$, we want to distinguish between the cases when $C$ is an $(\epsilon, \phi)$-expander decomposition of $G$ and when the fraction of intercluster edges is at least $O(\epsilon)$ or some cluster contains a $O(\phi)$-sparse cut.

Using graph sparsifiers

The core idea that allows us both to solve this problem and construct the expander decomposition using only limited memory is the use of the graph sparsifiers. According to the classical definition [26], the $\delta$-cut sparsifier of a graph $G = (V, E)$ is a graph $H = (V, E', w)$ such that, for any cut $\emptyset \subseteq S \subseteq V$

$$(1 - \delta) \cdot w_G(S, \bar{S}) \leq w_H(S, \bar{S}) \leq (1 + \delta) \cdot w_G(S, \bar{S}).$$

It is well known that one can construct a cut sparsifier in the streaming setting [2] using $\tilde{O}(n/\delta^2)$ space. Having such a sparsifier, we can already distinguish between the cases when $G$ is a $\phi$-expander and when there is a $1 + \frac{1}{1+\phi}$-sparse cut in $G$ just by checking all possible cuts in $H$. 
Things become more involved when we try to verify an expander decomposition. Now, we need to check that for some partitioning of $V$ into clusters $C$, all $G(C), C \in C$, are $\phi$-expanders. Here, the classical notion of the cut sparsifier is insufficient, as the approach of checking every cut in each of the $G(C), C \in C$ would require that we have a cut sparsifier for each $G(C)$.

**Simple sparsifier for a partition**

A natural solution for this is to construct a cut sparsifier $H$ in such a way that for any fixed partition $C$, $H(C)$ will be a cut sparsifier of $G(C)$ for all $C \in C$ with high probability. From existing literature, we can already derive how to do that for graphs $G$ that are themselves $\phi$ expanders [47]. Consider the following sampling procedure: the graph $G_{\phi, \delta}$ is obtained by taking each edge $e = \{u, v\} \in E$ with probability at least $p_e \geq \min \left\{ 1, \left( \frac{1}{\deg(u)} + \frac{1}{\deg(v)} \right) \cdot O \left( \frac{\log^2 n}{\phi^2 \delta} \right) \right\}$ and weight $1/p_e$. By Spielman and Teng [47], $G_{\phi, \delta}$ is sparsifier w.h.p.:  

▶ Lemma 11 ([47]). Let $G = (V, E)$ be a $\phi$-expander, then with probability $1 - n^{\Omega(1)}$, $G_{\phi, \delta}$ is $1 + \delta$ spectral sparsifier, and thus cut sparsifier of $G$.

A key observation is that if we were to apply this procedure to $G(C)$ for some cluster $C$, the sampling probabilities of each non-loop edge would remain the same since the degrees of vertices are unchanged. Because of that, with some additional work, one can show that $H(C)$ is a $(1 + \delta)$-cut sparsifier of $G(C)$ for each $C \in C$ with high probability.

**Intuition behind power cut sparsifiers**

But how to adapt this approach to the case where $G$ is not an expander? We observe that for our purposes we can allow a small additive error in cut size estimation in terms of the volume of the cut. Namely, suppose that we have a sparsifier $H$ with the following guarantee: for any partition $C$ of $V$ with high probability for any cut $\emptyset \subseteq S \subseteq V$,

$$(1 - \delta) \cdot w_{G(C)}(S, \bar{S}) - \epsilon \cdot \text{Vol}(S) \leq w_{H(C)}(S, \bar{S}) \leq (1 + \delta) \cdot w_{G(C)}(S, \bar{S}) + \epsilon \cdot \text{Vol}(S).$$

See Definition 3. This sparsifier is suitable for checking whether each $G(C)$ is an expander, since this guarantee implies the following guarantee for expansion of the cut $S$:  

$$(1 - \Theta(\delta)) \Phi_{G(C)}(S) - \Theta(\epsilon) \leq \Phi_{H(C)}(S) \leq (1 + \Theta(\delta)) \Phi_{G(C)}(S) + \Theta(\epsilon).$$

Since we only want to check whether the expansion is bigger than $\phi$ with constant precision, it is enough for $\delta$ to be a small constant and $\epsilon = O(\phi)$. It turns out that we can construct such a sparsifier, which we call a power cut sparsifier, by sampling each edge with probability $p_e \geq \min \left\{ 1, \left( \frac{1}{\deg(u)} + \frac{1}{\deg(v)} \right) \cdot O \left( \frac{\log^2 n}{\phi^2 \epsilon} \right) \right\}$. This results in the sparsifier having size $O \left( \frac{n \log^2 n}{\epsilon \phi} \right)$, featuring only linear dependence on $1/\epsilon$. This dependence is optimal, as we show in Theorem 5.

**Showing correctness**

Our proof that such a sampling scheme indeed produces a power cut sparsifier is based on the idea of decomposing cuts into $d$-projections, introduced by Fung et al. [26]. While [26] work with sampling probabilities based on edge connectivities, in our case the probabilities only depend on the degrees of the vertices. We define the $d$-projection of a cut $S$ to be the
subset of edges of $E(S, \bar{S})$ who’s both endpoint have degree at least $d$, and show that the overall number of distinct $d$-projections is polynomially bounded. The rest of the proof is standard: we show that the value of each $d$-projection is preserved with high probability by using an multiplicative-additive version of Chernoff bound, and then take a union bound over all projections.

2.2 Constructing an expander decomposition

Naive approach

Having seen that we can verify an expander decomposition using a power cut sparsifier, a question arises: can we construct an expander decomposition provided with only power cut sparsifiers? A natural approach would be to construct a decomposition of the sparsifier using one of the existing methods and then to claim that it is also a decomposition of the original graph. Unfortunately, this plan is flawed, because the resulting decomposition would depend on the used power cut sparsifier, which violates the implicit assumption that the partition $C$ is chosen independently from the sparsifier. Hence we cannot claim that the produced clustering is an expander decomposition. One can attempt to verify that using a fresh copy of the power cut sparsifier. However, if the verification fails were are back at square one.

Recursive approach

To explain our algorithm let’s first examine the classical recursive approach to expander decomposition construction [48]. The simplest version is as follows: find a sparse cut $S$, make this cut and then recurse on both sides $S, V \setminus S$. As we have seen, we cannot run all if those steps on one sparsifier, so we would use a fresh power cut sparsifier for each level of recursion. Apriori, one of the sides of the sparse cut might be very small, implying that the recursion depth of this algorithm might be even of linear size, resulting in a quadratic space requirement overall. Instead, we employ a classic approach of Spielman and Teng [48]. The idea is to use a balanced sparse cut procedure to find a balanced sparse cut in the sparsifier, i.e. a cut that is sparse and both sides of which have approximately the same volume. If we use this procedure instead of just finding an arbitrary sparse cut, we can guarantee that the recursion depth is only logarithmic. However, there are a couple caveats that we discuss next.

Balanced sparse cut procedure

A balanced sparse cut procedure typically takes the sparsity $\phi$ as an input and has three possible outcomes:

- It declares that the graph is a $O(\phi)$-expander.
- It finds a balanced $O(\phi)$-sparse cut. A cut is balanced if both of its sides have approximately the same size.
- It finds an unbalanced $O(\phi)$-sparse cut, but gives some kind of guarantee on the largest side of the cut. For example, it may guarantee that it is a $O(\phi)$-expander.

If one uses it in the recursive algorithm outlined above, first outcome means that we can stop recursing on the graph. The second means that the cut we make is balanced, so we make the cut and recurse. Finally, in the last outcome because the bigger side of the cut is $O(\phi)$-expander, we can recurse only on the smaller side of the cut. This means that when we recurse, the volume of the part that we recurse on always decreases by a constant fraction, so the depth of the recursion is at most logarithmic.
In our case, we run it on a sparsifier $H$ and are interested in implications for the original graph $G$. The first two outcomes translate from a sparsifier to the original graph with only a small error, as they both concern only the cuts in the graph. The last outcome suffers the most: it concern the cut structure of some subgraph $H\{C\}$ of $H$. But because the choice of $C$ is dependent on $H$, we cannot guarantee that $H\{C\}$ is a sparsifier of $G\{C\}$. Hence the guarantee that $H\{C\}$ is an expander only translates into the guarantee that $G\{C\}$ is a near-expander, which is a much weaker guarantee. This motivates us to consider an expander decomposition that uses a version of balanced sparse cut procedure with a relatively weak third guarantee, but one which survives this transition. We opt to adopt the approach of Chang and Saranurak [15].

Two phase approach

The weak third guarantee makes bounding the depth of the recursion difficult. That is why the algorithm is split into two phases. The first phase is recursive: given a vertex set $C$, we run the most balanced sparse cut procedure on sparsifier $H\{C\}$. If it declares that it is an expander, then the graph $G\{C\}$ is also an expander and we terminate. If there is a balanced sparse cut $S$, we make this cut and recurse on vertex sets $S$ and $\bar{S}$ with a fresh sparsifier. Otherwise, if the cut is more than $O(\phi)$ unbalanced we execute second phase on $C$.

The idea behind the second phase is that if $G\{C\}$ doesn’t have a $O(\phi)$-balanced sparse cut for sparsity $\phi$, then if we were to successively make cuts of sparsity less than $\phi$, we could not cut more than $O(\phi)$ fraction of the total volume of $C$. Because we have a small error in approximating the cut size and, therefore, the cut sparsity, due to the sparsifier usage, we decrease the sparsity of the cut that we are looking for by multiplying it by a close to 1 constant $c < 1$ to mitigate that error. Furthermore, we divide the required cut balancedness by a constant. We use the balanced sparse cut procedure with sparsity $c\phi$ and continue in the same manner as in phase one, except that if there is a balanced sparse cut, we split the smaller side of the cut into singletons and continue with the larger. Finally, when we find an unbalanced cut, we use the same argument and decrease $\phi$ and balancedness even further. Eventually, the balancedness threshold becomes so small that all cuts are trivially balanced, and thus the algorithm halts and declare the cluster to be an expander.

2.3 Distance Oracle

We construct a distance oracle for $G = (V, E)$ by constructing a $t$-emulator, which is a graph $H = (V, E, w_H)$ preserving all distances in $G$ up to a $t$ factor. Emulator is a similar notion to spanner (defined in Section 1.3) but without the requirement of being a subgraph. The key fact we use is that every $\phi$-expander has diameter at most $\Delta = O(\log n/\phi)$. Each (unweighted) graph of diameter $\Delta$ admits a $2\Delta$-emulator of linear size (simply take an arbitrary center $x$, and add edges from $x$ to all other vertices of weight $\Delta$). Thus, given a graph $G = (V, E)$ with $m$ edges in a streaming fashion, we can first produce an $(\epsilon, \phi)$-expander decomposition $\mathcal{C}$, construct an $O(\log n/\phi) = O(\log^2 n)$-emulator $H_C$ for each cluster $C \in \mathcal{C}$, and use sparse recovery to recover the set $E_C$ of $\epsilon \cdot m$ inter cluster edges. The graph $H = E_C \cup \bigcup_{C \in \mathcal{C}} H_C$ will be an $O(\log^2 n)$-emulator, while the required space is $\tilde{O}(mn + \epsilon m)$, which might be larger than our budget $\hat{S}$ (for every choice of $\epsilon$).

To overcome this issue we construct an expander hierarchy. That is after constructing the $(\epsilon, \phi)$-expander decomposition $\mathcal{C}$, we obtain a new graph $G_2$ by “contracting” all the expanders in $\mathcal{C}$ into super nodes, and keeping only the inter cluster edges. A key property is that given a linear sketch for $G$, we can transform it into a linear sketch for $G_2$ without
knowing $C$ in advance. We then create expander decomposition for $G_2$, and continue in this manner in creating super graphs $G_3,\ldots,G_k$. It holds that the number of edges in $G_k$ is bounded by $\epsilon^{k-1} \cdot m$, while the diameter (w.r.t. $G$) of each cluster in the $k$'th expander decomposition is bounded by $O\left(\frac{\log^2 n}{\epsilon^2}\right)^k$. Picking the right parameters $\epsilon,k$ we can recover all the edges in $G_k$ and obtain the desired emulator.
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